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Provide researchers with a variety of quantitative methods to

advance language variation studies.
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@ Introduce a novel (socio)linguistic toolkit

@ Develop practical skills

© Understand and interpret advanced statistical models



Introduction

Data
Preparation

Language
Variation
Suite

Working with
Data

Visual
Analytics

Inferential
Analysis

Mixed Effects

Appendix

References

Language Variation Suite

It is a Shiny web application designed for data analysis in
sociolinguistic research.

b =
It can be used for: X

@ Processing spreadsheet data
@ Reporting in tables and graphs

@ Analyzing means, regression, conditional trees ...
(and much more)
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Background

LVS is built in R using Shiny package:

@ R - a free programming language for statistical computing
and graphics

@ Shiny App - a web application framework for R

Computational power of R + Web interactivity
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Background

Shiny folder
. N End users
Shiny | |
package R l I -
| www | ]
. | ) : A
- : n inputs - yd -
2 — a=a. _ s
|| - | —— | ) | < > User interface L
| outputs | i - =
Mainr | | [———
| serverr ui.r | . B
1| |FEN Pl §
. \nputfo\der Output folder

http://littleactuary.github.io/blog/Web-application-framework-with-Shiny/


http://littleactuary.github.io/blog/Web-application-framework-with-Shiny/

Data Preparation

Introduction

Data Important things to consider before data entry:

Preparation

Language @ File format:
Variation .
Suite o Comma separated value (CSV) - faster processing
Working with H H
. o Excel format will slow processing
Visual @ Column names should not contain spaces
Analytics .
o Permitted: non-accented characters, numbers, underscore,
Inferential .
Analysis hyphEn, and perlod
Mixed Effects @ One column must contain your dependent variable
Appendix — .
@ The rest of the columns contain independent variables
References
A B C D E F
Case Number R.Use Lexical.Item  Style Store

1 1 retention Fourth normal Saks

1 2 retention Fourth normal Saks

1 3 retention Fourth normal Saks

1 4 retention Fourth normal Saks

1 S retention Fourth normal Saks

1 6 retention Fourth normal Saks

1 7 retention Fourth normal Saks

1 8 retention Fourth normal Saks
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Workspace

Browser

@ Chrome, Firefox, Safari - recommendable

@ Explorer may cause instability issues

Accessibility

e PC, Mac, Linux

o Data files will be uploaded from any location on your
computer

@ Smart Phone

o Data files must be on a cloud platform connected to your
phone account (e.g. dropbox)
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Server

Since LVS is hosted on a server, Shiny idle time-out settings
may stop application when it is left inactive (it will grey out).

{ https://languagevariationsuite.shinyapps.io/Pages/

— Disconnected from the server. _

ect File

file are you uploading? The LVSuite is a sociclinguistic toolkit to analyze language variation.

Solution: Click reload and re-upload your csv file
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Categorical - non-numerical data with two values

e yes - no; deletion - retention; perfective - imperfective
Continuous - numerical data

o duration, age, chronological period

Multinomial - non-numerical data with three or more
values

o deletion - aspiration - retention

Ordinal - scale: currently not supported
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a. Categorical - non-numerical data with two values
e yes - no; deletion - retention; perfective - imperfective
b. Continuous - numerical data

o duration, age, chjonological pej )

Iti - n{N eficdl da i e

[
ti®f - aspiraffion - retention :ﬁ"'

d. Ordinal - scale: currently not supported ¢)

o
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https://languagevariationsuite.wordpress.com/

© categoricaldata.csv: categorical dependent - Labov New
York 1966 study

© continuousdata.csv: continuous dependent - Intervocalic
/d/ in Caracas corpus (Diaz-Campos et al.)

© LVS web site: www.languagevariationsuite.com


https://languagevariationsuite.wordpress.com/
www.languagevariationsuite.com

Language Variation Suite - Structure

Introduction
B Language Variation Suite (LVS)
Preparation About Data Visualization Inferential Statistics

Language
Variation
Suite

Working with o Data

Data

el o Upload file, data summary, adjust data, cross tabulation
Analytics

Inferential @ Visual Analysis

Analysis
Mixed Effects

e Plotting, cluster classification
Appendix

References e I nferential StatlStICS

o Modeling, regression, conditional trees, random forest
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Upload File
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Language .
Variation Upload movie_metadata.csv

Suite

Working with
Data

Visual
Fi
Analytics | e Upload |

nferential S —— Step1: Upload CSV File

Analysis Choose CSV File
Summary
Mixed Effects

Data Structure

Appendix Upload complete

References Cross Tabulation
Frequency

Adjust Data




Excel Format

Introduction

Data H
ERN. @ Slow processing
Language or Step1: Upload Excel File
\S/a.rtlatlon Choose EXCEL File (Will take long to upload)
uite

Browse... No file selected
Working with

Data

kel Step3: Select excel sheet
Analytics

Type the name of your excel sheet (ex.
Inferential sheet1)
Analysis

Type here

Mixed Effects
Appendix
Reftaraness © Requires the name of your excel sheet

44 kB lShe&ll ,]

Page Layout View | Ready




Save Excel as CSV Format
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To optimize speed - Save as CSV prior upload

Working with
Data

\STE]
Analytics Common Formats
: Excel 97-2004 Workbook (.xls)
Inferential
Analysis Excel Template (. xltx)

Excel 97-2004 Template (.xIt)
Appendix Web Page (.htm)
PDF

References



Upload File
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D Step1: Upload CSV File

Visual Choose CSV File
Analytics

Browse... | categoricaldata.csv
Inferential

Analysis Upload complete

Mixed Effects

Header
Appendix
°° Separator Quote
References © Comma © None
Semicolon Double Quote

Tab Single Quote



Uploaded Dataset
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Inferenltlal Show 25 4 entries
Analysis
. Summary R.Use
Mixed Effects
retention
q Data Structure
Appendix retention
References Cross Tabulation retention
retention
Frequency
retention
Adjust Data retention
retention

Lexical.ltem

Fourth

Fourth

Fourth

Fourth

Fourth

Fourth

Fourth

The data content is imported as a table and allows for sorting

Style
normal
normal
normal
normal
normal
normal

normal

Saks

Saks

Saks

Saks

Saks

Saks

Saks

Search:
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Summary

Summary provides a quantitative summary for each variable,

e.g. frequency count, mean, median.

File Upload

Uploaded Dataset

Data Structure

Cross Tabulation

Data Summary provides the usual univariate summary information. Look for anything unusual, minimum

and maximum values and levels

R.Use Lexical.Item Style
deletion :499 Floor :347 emphatic:271
retention:231  Fourth:383 normal :459

Store
Kleins:216
Macys :336
Saks :178



Data Stru

Introduction

File Upload
Data o

Preparation
& Ublcaded|Datasst ‘data.frame': (" 3086 obs. )f (10 variables;
director_nante H o 01 levels "Aaron Schneider",

Language :

\/aritiogn Summary director_facebook_likes : 1nt 541 13000 155 5 29 134 16000 561 13000
G actor_1_facebook_likes : int 920 920 981 472 683 260000 926 746 920
uite genres : Factor w/ 5 levels "Action","Animation" 8

actor_1_name : Factor w/ 1250 levels "50 Cent","Aaliyal

Worklng with movie_title : Factor w/ 3039 levels "102 Dalmatians",..:

Cross Tabulation

B

d

Data cast_total_facebook_likes: int 2699 2899 2741 1752 1139 261818 3983 23

] Frequency budget : int 125000000 80000000 8000000 500000 30000
Visual | title_year :int 1997 1992 2016 2015 1993 2016 2003 2012
Analytics Adjust Data movie_facebook_likes :int © 0 689 62 107 @ 13000 29000 12000 1500
Inferential
Analysis
Mixed Effects © Total number of observations (rows)

Appendi .
. @ Number of variables (columns)

References
© Variable types
o Factor - categorical values
o Num - numeric values (0.95, 1.05)

o Int - integer values (1, 2, 3)
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Cross Tabulation

File Upload
Uploaded Dataset
Summary

Data Structure

Cross Tabulation

Frequency

Adjust Data

Cross-tabulation examines the relationship between variables.

Instructions | Two-by-Two Cross Tabulation I Multiple-Cross Tabulation

Select Dependent Variable (Rows) Select One Independent Variable (Columns)
Which column contains your dependent Variable for Column
variable?
‘ NULL -
NULL -




Cross-Tabulation: One Dependent and One
Independent Variables
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Which column contains your dependent §
Working with ! ¥ P Variable for Column
variable?
Data
Lexical.ltem| -
- A
Visual
Analytics NULL NULL
Inferential R.Use #—m—— R.Use
Analysis Lexical.ltem Lexicalltem
Mixed Effects Style Style

Appendix Store Store

References



Cross-Tabulation Output

Introduction

Raw frequency / Proportion by column / Proportion across row
Data
Preparation

Language

Variati Floor/Col%/Row% Fourth/Col%/Row% RowSum

ariation

S deletion 204;59 205/7 @

Weerdtigs it retention 143141 88f23 @D
83

Data
ColumnSum 347 3 730

Visual
Analytics

Inferential
Analysis

plot: R.Use and Lexicalltem

Mixed Effects

Appendix

References

Fourth

Floor

delefion retention



Language Variation Suite - Structure
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Language Variation Suite (LVS)
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S © Data

Working with ) . )
Data o Upload file, data summary, adjust data, cross tabulation

Visual
Analytics

© Visual Analysis

Inferential
Analysis

Mixed Effects e Plotting, cluster classification

Appendix

References @ Inferential statistics

o Modeling, regression, varbrul analysis, conditional trees,
random forest



IIJ Adjusting Browser - Layout
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Preparation Shiny pages are fluid and reactive.
Language

Variation
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Continuous Dependent Variable (mean) a1

Working with 5
(D 8e+07- /
Visual

Analytics
Inferential - 7
Analysis % 6e+07-
o]
Mixed Effects =
Aopendi % To adjust plot display, place cursor \
ppendix 0
2 ter07 at the right edge of browser and
+ I . .
References stretch it to the right e
|
° [ ]
[ ]
2e+07-

Action  Animation Biogfaphy Cohedy Drama
Independent
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Two Variables Plot
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Barplot: R.Use and Style
a Deletion
Working with

Data a0

Visual
Analytics -
Retention Mew.s

Inferential -

Analysis
Mixed Effects

Appendix

References

deleton refenion

Sty



Saving Plot
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Variat . o

sute . 1. Right click on plot

Working with

Data 2. Save Image As

Visual

Analytics 0-

Inferential

Analysis

Mixed Effects

0- Open Image in New Tab

Save Image As...
Copy Image

Copy Image Address
[ | Search Google for Image

Appendix

References
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Frea

Three Variables Plot

Kleins

Saks

Deletion Retention

Fourh

Fourth
Kleins
Vs
Macy's —fru
Saks
Deletion Retention

Vart



Cluster Plot

Introduction

i o Classification of data into sub-groups is based on
e pairwise similarities

Language
Variation
Suite

@ Groups are clustered in the form of a tree-like
Working with
Data dendrogram

Visual
Analytics

Inferential
Analysis One Variable Plot

Mixed Effects
Two Variables Plot
Appendix

References Three Variables
Plot

Cluster Plot

Frequency Plot



Cluster Plot
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Variable must contain at least three values to be clustered.
Language
Variation
Suite NULL -

Your dependent variable

Working with
Data One independent variable for cluster

Visual NULL M
Analytics
Inferential
Analysis 5
Your dependent variable One independent variable for cluster
Mixed Effects
- -
Appendix
Ref. NULL NULL
ererences
R.Use 4+——— R.Use
Lexical.ltem Lexical.ltem
Style
Y Style
Store

Store 4#——



Cluster Plot
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Saks

Visual
Analytics

Height

Inferential
Analysis

105 110 115 120 125

Mixed Effects

Kleins
Macys

Appendix

References

variable
helust (*, "ward.D")

Saks (upper middle-class store), Macy’s (middle-class store), Kleins
(working-class)
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Language Variation Suite - Structure

uage Variation Suite (
About Demo Data Visual Analysis RBRUL Inferential Stati

@ Data

o Upload file, data summary, adjust data, cross tabulation

© Visual Analysis

e Plotting, cluster classification

© Inferential statistics

e Modeling, regression, varbrul analysis, conditional trees,
random forest



How to Create a Regression Model

Introduction

Stepwise Regression  Varbrul Analysis ~ Conditional Trees ~ Random Forest

Data Modeling
Preparation

Regression

Language

e Step 1 Modeling - create a model with dependent and
Working with independent variables

it Step 2 Regression - specify the type of regression (fixed,
Inferential mixed) and type of dependent variable (binary,
Analysis continuous, multinomial)

Mixed Effects

Appendix Step 3 Stepwise Regression - compare models

References (Log-likelihood, AIC, BIC)

Step 4 Conditional Trees - apply non-parametric tests
to the model
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Regression  Stepwise Regression  Varbrul Analysis  Conditional Trees  Random Forest

Language
Variation Select one dependent variable Choose columns:
Suite

Choose one column:

Working with
Data R.Use - RUse

Visual
Analytics NULL

Inferential R.Use ——— Reference Level
Analysis Lexical.ltem NULL “
Mixed Effects Style
i NULL
Appendix Store

deletion —— bhase level

References .
retention !



Modeling
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Regression Conditional Trees  Random Forest

Stepwise Regression  Varbrul Analysis
Language

Variation Select one dependent variable Choose columns:
Suite

Choose one column:
Working with

Data R.Use - RUse

Visual
Analytics NULL

Inferential R.Use f——-— Reference Level
Analysis Lexical.ltem NULL -
Mixed Effects Style
A di St no
ppendix ore
deletion —— bhase level
References retention

We are interested in RETENTION
= Application



Regression Types

Introduction

Data
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Variation

sulte a.) Fixed effect

Working with
Data

Viewa! b.) Mixed effect - individual speaker/token variation (within
Analytics group)

Inferential
Analysis

IV o Type of Dependent Variable
Appendix
a.) Binary/categorical (only two values)

References

b.) Continuous (numeric)

c.) Multinomial - categorical with more than two values
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Introduction

D Modeling _ Stepwise Regression  Varbrul Analysis  Conditional Trees ~ Random Forest

Preparation

Language

Variation
Suite
Working with
Data R
Type of Regression Model

Visual
Analytics Models
Inferential ‘ NULL -
Analysis

NULL

Mixed Effects

Fixed Effect Model

Seoendiy Mixed Effect Model

References

Type of Dependent Variable
binary -
NULL
binary e

continuous

multinomial



IIJ Model Output
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Language call:

Variation glm(formula = as.formula(paste(y, paste{listfactors, collapse = "+'),
Suite sep = "~"]], family = binomial, data = plotData(), na.action = na.omit)
Working with Deviance Residuals:
Data Min 10  Median 30 Max
-1.4534 -0.8549 -0.5164 1.0493  2.4455
Whkel . Coefficients:
Analytics Estimate Std. Error z value Pr(>|z|)
N (Intercept) -1.6276 0.2596 -6.269 3.64e-10 *kk
Inferential Lexical.ItemFourth —2.9912  8.1743 -5.666 1.46e-88 xxk
Analysis Stylenormal -0.3197  0.1787 -1.789  0.0736 .
) StoreMacys 1.8004 0.2615 6.884 5.81e-12 #xkk
Mixed Effects StoreSaks 2.2564 0.2817  8.011 1.13e-15 #ekk
Appendix Signif. codes: @ "’ 0.001 "¥x' 8.01 ‘x’ @.85 ‘.’ 8.1 " "1
References (Dispersion parameter for binomial family taken to be 1)

Null deviance: 911.27 on 729 degrees of freedom
Residual deviance: 791.82 on 725 degrees of freedom
AIC: 801.82

Number of Fisher Scoring iterations: 5
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Variation glm(formula = as.formula(paste(y, paste{listfactors, collapse = "+'),
Suite sep = "~"]], family = binomial, data = plotData(), na.action = na.omit)
Working with Deviance Residuals:
Data Min 10  Median 30 Max
-1.4534 -0.8549 -0.5164 1.0493  2.4455
Whkel . Coefficients:
Analytics Estimate Std. Error z value Pr(>|z|)
N (Intercept) -1.6276 0.2596 -6.269 3.64e-10 *kk
Inferential Lexical.ItemFourth —2.9912  8.1743 -5.666 1.46e-88 xxk
Analysis Stylenormal -0.3197  0.1787 -1.789  0.0736 .
) StoreMacys 1.8004 0.2615 6.884 5.81e-12 #xkk
Mixed Effects StoreSaks 2.2564 0.2817  8.011 1.13e-15 #ekk
Appendix Signif. codes: @ "’ 0.001 "¥x' 8.01 ‘x’ @.85 ‘.’ 8.1 " "1 Q‘J
References (Dispersion parameter for binomial family taken to be 1)

Null deviance: 911.27 on 729 degrees of freedom
Residual deviance: 791.82 on 725 degrees of freedom
AIC: 801.82

Number of Fisher Scoring iterations: 5



Interpretation
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Language Coefficients:
Variation Estimate Std. Error z value Pr(=|z|)

Suite (Intercept) -1.6276 2.2596 —6.269 3.64e—10 kkx
Working with Lexical.ItemFourth 9912 8.1749 -5.666 |1.46e-08 *xx
Data Stylenormal @.1787 -1.789 _ 0.0736 .
StoreMacys @.2615 6.884(5
StoreSaks 2.2817 8.011

Visual
Analytics

Signif. codes: @ ‘doik’ 0.001 "#x" @.01 "%’ 6.65 ‘.7 9.1 * "1

Inferential
Analysis

Mixed Effects
Appendix . .
@ Deletion is the reference value

References

@ Positive coefficient - positive effect

@ Negative coefficient - negative effect



Interpretation

Introduction

Data Coefficients:

Estimate Std. Error z value Pri>|z|)
{Intercept) -1.6276 0.2596 -6.269 3.64e-18 *kx

Language Lexical.TtemFourth 0.1743 —5.666 [1.46e-08 xx

Variation Stylenormal -0.3197 8.1787

Suite StoreMacys 8.2615
StoreSaks 564 0.2817

Working with —_

Data Signif. codes: @ "wex’ 0.001 '¥x’ 0.01 "*’ 0.05 ‘.’ @.1 ' ' 1

Preparation

Visual
Analytics

Inferential

andlsis @ Lexical item Fourth has a negative effect on retention
Mixed Effects compared to Floor and is significant

Al dix . . . .
PPe @ Normal style has a slightly negative effect on retention but its

coefficient is not significant

References

@ Macy’s and Saks have a positive and significant effect on
retention. Saks (upper middle class store) is more significant
than Macy's (middle class store)

http://www.free-online-calculator-use.com/scientific-notation-converter.html


http://www.free-online-calculator-use.com/scientific-notation-converter.html

Interpretation

Introduction

Data Coefficients:

Preparation Estimate Std. Error z value Pri=|z|) exponential notation:
(Intercept) o @.2596 -6.269 3.64e—10 *xxx

Language Lexical.ItemFourth 0.1749 -5.666 |1.46e—@8 xxx 1.48¢-8
Variation Stylenormal 0.1787 -1.789 736 . 0000000146
Suite StoreMacys 8.2615

e Storesaks 2.2817 *H°EER
Working with J— 0.0000000148
Data Signif. codes: @ "ok’ @.001 ‘wx’ 0.01 ‘x° 0.05 ‘.° 0.1 © ‘1
Visual
Analytics
Inferential
fnslysis @ Lexical item Fourth has a negative effect on retention
Wi [Sites compared to Floor and is significant

Al dix . . . .
PPet @ Normal style has a slightly negative effect on retention but its

coefficient is not significant

References

@ Macy’s and Saks have a positive and significant effect on
retention. Saks (upper middle class store) is more significant
than Macy's (middle class store)

http://www.free-online-calculator-use.com/scientific-notation-converter.html


http://www.free-online-calculator-use.com/scientific-notation-converter.html

Conditional Tree

Introduction

Conditional tree: a simple non-parametric regression analysis,
pata commonly used in social and psychological studies

Preparation

Language

Yariation @ Linear regression: all information is combined linearly
uite

Working with @ Conditional tree regression: visual splitting to capture

2 interaction between variables
Visual
Analytics

Inferential
A
Analysis
p <0.001
Mixed Effects XA..(31) XC..(52)
. p=0.002
Appendix

Negative  Affirmative

Age
References peSozs

<d6 >46

Node 2 (n = 207) Noded(n=18),  Node6(n=81 Node 7 (n = 183
@ dl 1 1 g d

I

o8 08 08 08
08 08 08 06
04 04 04 0
02 02 02 0z

@ o ” 0o ® o @ 0

Recursive splitting (tree branches)



Conditional Tree - Tagliamonte and Baayen 2012

Introduction

Data (1]}
Preparation Individual
p < 0.001

Language

xc}szu

Variation
Suite Polarity
p = 0.002

Working with N
D Negative  Affirmative

ata [5)

. Age
\STE] 0 =0.028
Analytics

246 48
Inferential

7 N
Analysis &\l = ?}1 C,:Nnde-'l n=18 1 mNodeﬁ n= 81}1 &\lude 7in= 183}1
08 oa 08 0.8
Mixed Effects 0.6 06 0.6 06
0.4 0.4 04 04
Appendix 0.2 0.2 0.2 0.2
@ 0 @ 0 @ [ 0

References

© The distribution of was/were is split in two groups by
individuals.

@ The variant were occurs significantly more frequently with the
first group.



Conditional Tree - Tagliamonte and Baayen (2

Introduction

Data

. (1]
Preparation Individual

p < 0.001
Language

Variation XATT XC .. (!

Suite
Working with 0-0002
Data Negalive Afﬁ;Rm
(5]
Visual Age
Analytics p=0028
; 245 > 46
Inferential N
Node & 1!!3}1
4 a

Analysis Node 2 (n = 2071']1 Node 4 (n =18
o -4 1
. 08 (i)
Mixed Effects 06 0.6
q 0.4 0.4
Appendix 02 0.2
%] 0 @ g @

References

@ Polarity is relevant to the second group of individuals.

@ The variant were occurs significantly more often with negative
polarity
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. 08 0 a 08 0.8
Mixed Effects 06 08 06 06
Appendix 04 0.4 04 04

02 0.2 0.2 0.2
%] 0 @ g @ g @ 0

References

@ Affirmative Polarity is conditioned by Age.

@ The variant was is produced significantly more often by
Individuals of 46 and younger.



Conditional Tree
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Working with Modeling Varbrul Analysis

Data

Regression  Stepwise Regression

Vi | This method builds a tree by splitting on the values of your independent variables
isua
Analytics First, you need to select one dependent variable and independent variables in "Modeling" and "Regression" type.

y Select Apply
Inferential

Analysis

none
© apply ¢—

Mixed Effects

[1] "Dependent Variable: R.Use Independent Variables: Lexical.Item"
Appendix [2] "Dependent Variable: R.Use Independent Variables: Style"

[3] “Dependent Variable: R.Use Independent Variables: Store"

References



Conditional Tree

Introduction

Conditional Inference Tree
Data

Preparation {1}
Store
Language
\S/a_rt'at'on Kleins Macys, Saks
uite
L mmm
Working with p <0.001
Data
Floor Fourth
Visual
Analytics < Node 2 [n = 216) - Node 4 (n = 243) - Node 5 (n = 271) ’

; = 083 08 B 08
Inferential g 0g E 06
Analysis

c 04 = 04
] s s
Mixed Effects € 02§ 5 02
@ g ® ® 0
Appendix
Ref . . g
Siclcpees @ Store is the most significant factor for R-use

o Kileins (working class store) - more R-deletion

© R-use in Macy's and Saks is conditioned by lexical item:
o Floor shows more R-retention than Fourth

@ Style is not significant



Random Forest

Introduction

Data
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Language . . .
Variation @ Variable importance for predictors
Suite

\orking with @ Robust technique with small n large p data

Data

Visual

Analytics @ All predictors considered jointly (allows for inclusion of
correlated factors)

Inferential
Analysis

Mixed Effects
Appendix
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Random Forest

Introduction

Data
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Language
Variation
Suite

Working with
Data

Modeling Regression  Stepwise Regression ~ Varbrul Analysis ~ Conditional Trees | Random Forest

Visual

Ana |ytiCS Random Forests determine which variables are important in the variable classification. See refrences for more details.

Select Apply
Inferential none
Analysis Owpy

Predictors to right of dashed vertical line are significant. If the number of variables is very large, forests can be run once with all the variables, then run again using ¢
from the first run.

Mixed Effects
Appendix

References



Random Forest

Introduction

Data
Preparation

Variable Importance for R.Use

Language

Variation
Suite store Q

Working with

Data
Lexical.ltem

Visual

Analytics
Style .

Inferential
Analysis

Mixed Effects 0 5 10 15 20

Appendix

References

@ Store is the most important predictor

@ Lexical Item is the second predictor

© Style is irrelevant: close to zero and red dotted line (cut-off
value).



Fixed and Mixed Models

Introduction

Data
Preparation

Language
Variation
Suite

Working with Fixed Effects Model : All predictors are treated independent.

Data

Vet Underlying assumption - no group-internal
Analytics variation between speakers or tokens

Inferential
Analysis

RizcEffEcts Mixed Effects Model : Allows for evaluation of individual- and

Appendix group-level variation

References



Fixed and Mixed Models

Introduction

Data
Preparation

Language

Jaration Fixed Regression Model - ignoring individual variations
T (speakers or words) may lead to Type | Error:
Data “a chance effect is mistaken for a real difference
vl between the populations”

Analytics

Inferential
Analysis

Mixed Effects Mixed Regression Model - prone to Type Il Error:

Appendix “if speaker variation is at a high level, we cannot
References discern small population effects without a large
number of speakers” (Johnson 2009, 2015)




IIJ Mixed Effect Regression

Introduction

Data
Preparation

LengiEE Mixed Model = fixed effects 4+ random effects

Variation
Suite

Working with

Data Fixed-effect factor - “repeatable and a small number of levels”

Visual

Analytics Random-effect factor - “a non-repeatable random sample from

izt a larger population” (wieling 2012)
Analysis

Mixed Effects
Appendix e walk, sleep, study, finish, eat, etc
et e event verb, stative verb

o speakerl, speaker3, speaker3, etc

@ male, female



IIJ Mixed Effect Regression

Introduction

Data
Preparation

LengiEE Mixed Model = fixed effects 4+ random effects

Variation
Suite

Working with

Data ”

Fixed-effect factor - “repeatable and a small number of levels
Visual

Analytics Random-effect factor - “a non-repeatable random sample
Inferential from a larger population” (wieling 2012)

Analysis
Mixed Effects
Appendix e walk, sleep, study, finish, eat, etc
References .

o event verb, stative verb

@ speakerl, speaker3, speaker3, etc

@ male, female




Preparing for Mixed Model

Introduction

Data
Preparation

Language
Variation

Suite @ Download continuousdata.csv

Working with
Data

@ Upload this file on LVS

Visual
Analytics

Inferential
Analysis

Step1: Upload CSV File

Appendix Uploaded Dataset Browse... continuousdata.csv

Upload complete

Mixed Effects

References Summary



Data - Uploaded Dataset

Introduction

Data
Preparation

Language
Variation

Suite Uploaded Dataset RANDOM
A q Show 25 % entries Search:
Working with /
Data
Dependent Subjects Sex Age Class TokenFrequency

Visual
Analytics 087 CATHA m 20-34 1 mudamos 45
Inferential 0.98 CATHA m 20-34 1 edad 149
Analysis

0.96 CATHA m 20-34 1 florida 20
Mixed Effects

0.95 CATHA m 20-34 1 edad 149
Appendix

0.98 CATHA m 20-34 1 distanciados 2

References
0.98 CATHA m 20-34 1 cada 331



Mixed Effect Modeling

Introduction
Language Variation Suite (LV.

Data
About Demo Data Visual Analysis RBRUL Inferential Statistics

Preparation

Language
Variation
Suite

Regression  Stepwise Regression  Varbrul Analysis  Conditional Trees ~ Random Forest

Working with
Data a : i i
Select one dependent variable Fixed Effects - independent variables
Visual Choose one column: Choose columns:
Analytics
nalyti - okenFrequency
Infe ial
n erenltla NULL Dependent
Analysis (
Dependent <—— Subjects )
Mixed Effects Subjects Class
) Sex token
Appendix
Age PrecedingContext

References Class FollowingContext

token H totalDuration

Reference Level

- NULL when the dependent variable is continuous




Mixed Effect Modeling

Introduction

Data
Preparation

Modeling Stepwise Regression

Varbrul Analysis

Conditional Trees  Random Forest

Language

Variation Type of Dependent Variable
Suite Model Selection

. . b a
NULL binary
Visual Fixed Effect Model continuous  g——
Analytics Mixed Effect Model 4—— multinomial
Inferential -

Analysis

Mixed Effects Mixed Effects - group-internal variation

Select Random Variable for Mixed Model (ex.

Appendix Subjects or Tokens)

References

NULL

Dependent

Sex

Age

Class
PrecedingContext

. FolowinaContext  a



Regression Results

Introduction

Data
Preparation

Language Scaled residuals:
Variation Min 10 Median 30 Max

Suite —4.,7906 -0.4281 0.1448 0.6619 1.8390
\évorki"g with Random effects:
BiE Groups  Mame Variance Std.Dev.
Visual token (Intercept) 7.436e-06 0.002727
Analytics Subqects (Intercept) 1.455e-84 0.012064
Residual 9.616e-04 0.031010
Inferential Number of obs: 517, groups: token, 3@81; Subjects, 12

Analysis
Fixed effects:

Mixed Effects Estimate Std. Error df t value Pri>|t|)

) (Intercept) 9.591e-01 7.495e-03 8.050e+00 127.964 1.31e-14 soex
Appendix Sexm 4.018e-93 7.490e-03 8.030e+00 0.537 0.6061
References Age35-54 6.121e-084 9.167e-03 8.007e+0@ 0.067 0.9484

Age55+ -1.643e-02 9.172e-03 8.024e+00 -1.791 0.1110

TokenFrequency 1.882e—85 3.853e—06 6.046e+00 2.807 0.0306 =

Signif. codes: @ ‘soek' 0.001 ‘wx' 8.01 ‘%’ 0.05 '." 0.1 " "1



Regression Results

Introduction

Data
Preparation

Language Scaled residuals:
\/a_rlatlon Min 10 Median 30 Max
Suite —4.7906 -0.4281 @.1448 0.6619 1.8390

Working with

Random effects:
Data

Groups  Name Variance Std.Dev.

token (Intercept) 7.436e-06 0.002727

Subjects (Intercept) 1.455e-04 0.012064

Residual 9.616e-04 0.031010

Inferential Number of obs: 517, groups: token, 3@81; Subjects, 12
Analysis

Visual
Analytics

Fixed effects:

Mixed Effects Estimate Std. Error df t value Pri>|t|)

) (Intercept) 9.591e-01 7.495e-03 8.050e+00 127.964 1.31e-14 soex
Appendix Sexm 4.018e-93 7.490e-03 8.030e+00 0.537 0.6061
References Age35-54 6.121e-084 9.167e-03 8.007e+0@ 0.067 0.9484

Age55+ -1.643e-02 9.172e-03 8.024e+00 -1.791 0.1110

TokenFrequency 1.882e—85 3.853e—06 6.046e+00 2.807 0.0306 =

Signif. codes: @ ‘soek' 0.001 ‘wx' 8.01 ‘%’ 0.05 '." 0.1 " "1
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Data
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Variation
Suite

Working with
Data

Visual
Analytics

Inferential
Analysis

Appendix

References

Mixed Effects

Interpretation - Random Effects

Random effects:
Groups  Name Variance
token (Intercept) 7.436e-06
Subjects (Intercept) 1.455e-04
Residual 9.616e-04

Number of obs: 517, groups:

toKen,

Std.Dev.
0.002727
0.012064
9.83101@

ubjects, 12

© Standard Deviation: a measure of the variability for each
random effect (speakers and tokens)

@ Residual: random variation that is not due to speakers or

tokens (residual error)



Interpretation - Fixed Effects

Introduction

Data
Preparation

LangU§ge Fixed effects:
Variation

" Estimate Std. Error df t value Pri>|t]|)
Suite (Intercept) 9.591e-01 7.495e-03 8.050e+00 127.964 1.31e-14 wowex
. Sexm 4.018¢-03 7.490e-03 B.030e+00 0.537 0.6061
Data Age35-54 6.121e—04 0.167e-03 B.007e+00 0.867 0.9484

Age55+ -1.643e-02 9.172e-03 B.024e+00 -1.791 0.1110
Vil 1.082e-05 3.853e-06 6.046e+00  2.807

Analytics

Signif. codes: @ ‘sesx’ @.001 "w=" 0.01 "%’ 0.05 '." 0.1 " ' 1
Inferential
Analysis
Mixed Effects
Appendix
RO © Estimate/coefficient: reported in log-odds (negative or

positive)

@ P-value: tells you if the level is significant



Bonus - Word Clouds
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Frequency Plot

Introduction

Data
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Variation
Suite Visual Data Exploration

Working with One Variable Plot ~ Two Variables Plot  Three Variables Plot ~ Cluster Plot
Data
Visual
Ana Iytics Select a column with tokens list Select a column with token frequency data
R .

Inferenltia\ o o
Analysis e Age
Mixed Effects Glass Class

. token 4— ; token
Appendix PrecedingContext | PrecedingContext
References FollowingContext t FollowingContext

totalDuration 'y totalDuration <

TokenFrequency v TokenFrequency 4+——— v



Frequency Plot
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Inferential
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Mixed Effects
Appendix

References

Select a number for top frequent words (ex.
10 top frequent words)

10l -

10



IIJ Appendix 1: Density

Introduction

Data
Preparation

One Variable Plot | Two Variables Plot ~ Three Variables Plot ~ Cluster Plot  Frequency Plot
Language

Visual Data Exploration

Variation
Suite Select one variable
Working with - Number of bins can have a
Data NULL disproportionate effect on visualization
. Dependent +———
Visual .
. Subjects
Analytics
Sex
: A
Inferential % Number of bins in histogram (approximate):
Analysis Class
token

Mixed Effects

Appendix

Histogram of Dependent
References 8




Histogram

Introduction

Density: a non-parametric model of the distribution of points based
on a smooth density estimate

Data
Preparation

Language

Variation

Suite Number of bins in histogram (approximate):
Working with 2 v
Data

# Show density estimate

Visual
Analytics

Inferential Histogram of Dependent
Analysis B

Mixed Effects 24
Appendix e

References -

o ._.Pmr—[,"——ﬂ - /TT_,I/

050 ozs 050 085 100

http://scikit-learn.org/stable/modules/density.html
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2 - Data Modification
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Analytics

Inferential AdJL,ISt Data
Analysis

Summary

Mixed Effects
Appendix

References

Data Structure

Cross Tabulation

Freguency
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Appendix

References

Retain: Select data subset

Exclude: Exclude variables from a factor group

@ Recode: Combine and rename variables

Change class: Numeric — factor; factor — numeric

Transform: Apply log transformation to a specific column

e ADJUSTED DATASET:

o Run - to apply all above changes

o Reset - to reset to the original dataset



Exclude: Emphatic Style

Introduction
B Retain Recode Change Class Transform  Adjusted Dataset
ata

Preparation

Language
Variation

Suite Select RUN to start excluding

Working with
Data NO -

Visual

Analytics NO

Inferential
Analysis

Mixed Effects

Appendix

References Select a factor group

Style Which value(s) to exclude from your group?

NULL emphatic
R.Use

Lexical.ltem MNULL
Store normal



Adjusted Dataset
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Data
Preparation
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Variation
Suite

Transform

Retain Exclude Recode Change Class Adjusted Dataset

Working with
Data

Visual | Select RUN to make changes or RESET to
Analytics revert the original dataset

Inferenltial RUN
Analysis

Mixed Effects

Appendix
References R.Use Lexical.Item Style Store
deletion :322 Floor :223 normal:459 | Kleins:13@

retention:137 Fourth:236 Macys 1224

Saks 1185



IIJ Adjusting Dataset
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Variation

Suite To revert to the original data, select RESET:

Working with
Data

; Select RUN to make changes or RESET to
kel revert the original dataset
Analytics
Inferential RESET| a
Analysis
Mixed Effects NULL

RUN

Appendix
RESET

References




Appendix 3 - Model Comparison

Introduction

Data
Preparation

Modeling  Regression | Stepwise Regression | Varbrul Analysis

Language
Variation

Suite Running Stepwise Analysis
Data
Loglikelihood none
Visual 9 O apply ——
Analytics
X AIC criterion
Inferential Choose the best model
Analysis
BIC criterion Only for fixed models with binary and continuous dependent variables.

Mixed Effects
1. Run Stepwise regression

Appendix

2. Select the best model (Loglikelihood, AIC or BIC))
References
3.Return to MODELING and select factors suggested by the best model

Stepwise selection function stepAlIC - both directions: up and down.

Calculation is based on stepAIC from the package MASS. Loglikelihood
https://stat.ethz.ch/pipermail/r-help/2007-July/136202.html)
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Analytics

o What features/analyses would you like to see in LVS?
Mixed Effects
Appendix
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