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1. Science of Science Research  
2. Information Visualization  
3. CIShell Powered Tools: Network Workbench and Science of Science Tool

4. Temporal Analysis—Burst Detection
5. Geospatial Analysis and Mapping
6. Topical Analysis & Mapping

7. Tree Analysis and Visualization
8. Network Analysis
9. Large Network Analysis

10. Using the Scholarly Database at IU
11. VIVO National Researcher Networking 
12. Future Developments 

12 Tutorials in 12 Days at NIH—Overview
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[#09] Large Network Analysis and Visualization
 General Overview
 Designing Effective Network Visualizations
 Sci2-Reading and Modeling Networks
 Sci2-Analysing Large Networks
 Sci2-Visualizing Large Networks and Distributions
 Outlook
 Exercise: Identify Promising Large Network Analyses of NIH Data

Recommended Reading
 NWB Team (2009) Network Workbench Tool, User Manual 1.0.0, 

http://nwb.slis.indiana.edu/Docs/NWBTool-Manual.pdf
 Börner, Katy, Sanyal, Soma and Vespignani, Alessandro (2007). Network Science. In 

Blaise Cronin (Ed.), ARIST, Information Today, Inc./American Society for 
Information Science and Technology, Medford, NJ, Volume 41, Chapter 12, pp. 537-
607. http://ivl.slis.indiana.edu/km/pub/2007-borner-arist.pdf

12 Tutorials in 12 Days at NIH—Overview
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Large Networks

 More than 10,000 nodes. 

 Neither all nodes nor all edges can be shown at once. Sometimes, there are more 
nodes than pixels.

Examples of large networks

 Communication networks: 
 Internet, telephone network, wireless network. 

 Network applications: 
 The World Wide Web, Email interactions

 Transportation network/road maps

 Relationships between objects in a data base:
 Function/module dependency graphs

 Knowledge bases
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http://loadrunner.uits.iu.edu/weathermaps/abilene/

Amsterdam RealTime project, WIRED Magazine, Issue 
11.03 - March 2003 6



Direct Manipulation

Modify focusing parameters while continuously provide visual feedback and update 

display (fast computer response).

 Conditioning: filter, set background variables and display foreground parameters

 Identification: highlight, color, shape code

 Parameter control: line thickness, length, color legend, time slider, and animation 
control

 Navigation: Bird’s Eye view, zoom, and pan

 Information requests: Mouse over or click on a node to retrieve more details or 
collapse/expand a subnetwork

See NIH Awards Viewer at http://scimaps.org/maps/nih/2007/
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VxInsight Tool

VxInsight is a general purpose 

knowledge visualization software 

package developed at Sandia 

National Laboratories.

It enables researchers, analysts, 

and decision-makers to accelerate 

their understanding of large databases. 

Show Insight_demo.exe

Davidson, G.S., Hendrickson, B., Johnson, D.K., Meyers, C.E., Wylie, B.N., November/December 1998. 
"Knowledge Mining with VxInsight: Discovery through Interaction," Volume 11, Number 3, Journal of 
Intelligent Information Systems, Special Issue on Integrating Artificial Intelligence and Database Technologies. 
pp.259-285.)
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Other Tools

See http://ivl.slis.indiana.edu/km/pub/2010-borner-et-al-nwb.pdf for references. 9

Other Tools cont.

See http://ivl.slis.indiana.edu/km/pub/2010-borner-et-al-nwb.pdf for references. 10
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QVR Dataset Provided by Robert F. Moore, Deepshikha
Roychowdhury, Emilee Pressman, and Matthew Eblen

All NIH projects that received funding in 1998-2009 (Oct 1, 1997-Sept 30, 2009) and their 
associated publications (max 100 per project so that SAS can handle the data. Note that 
some projects had 5000+ publications! We do miss much data here.)

168,764 grant records collapsed by base project. 

119,230 grants have a linked publications (pubid).

There are 157,376 unique publications.

Three (planned) analyses:

1. Large network visualization of 119k grants to 157k pubs network to show the scalability.

2. Horizontal Bar Graph visualization of all NIH grants. (need $ amounts)

3. UCSD science map of publications for different institutes. (need journal name)
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QVR Dataset – Large network visualization of 119k grants 
to 157k pubs network to show the scalability of the tool. 

1. In original data file, delete all grants that have no associated
publications.

2. Load resulting using ‘File > Load > QVR-Bob-
119239Grants.csv SAS-grants-pubs-simplified.csv’ as csv file 
format.

3. Extract author bipartite grant to publications network using 
‘Data Preparation > Text Files > Extract Directed Network’
using parameters:
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SAS Dataset Provided by Lindsey Pool

62,864 records, one per publication.

Replace missing values by NULL to load into Sci2 Tool

Load using ‘File > Load > SAS-grants-pubs-simplified.csv’ as csv file format.

If you run out of Java heap space: Load using ‘File > Load > SAS-grants-pubs-4columns.csv’
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SAS Dataset – Extract Co-Author Network

Extract author co-occurrence network using ‘Data Preparation > Text Files > Extract 
Co-Occurrence Network’

With parameters: (ignore the Aggregate Function File but note the space after ;)
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SAS Dataset – Extract Co-Author Network cont.

Nodes: 127,879  authors

Edges: 640,861 co-author relationships
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Modeling the Co-Evolving Author-Paper Networks 
Börner, Katy, Maru, Jeegar & Goldstone, Robert. (2004). The Simultaneous Evolution of 
Author and Paper Networks. PNAS. Vol. 101(Suppl. 1), 5266-5273.

The TARL Model (Topics, Aging, and Recursive Linking) incorporates
 A partitioning of authors and papers into topics, 
 Aging, i.e., a bias for authors to cite recent papers, and 
 A tendency for authors to cite papers cited by papers that they have read resulting in a rich get richer 

effect. 
The model attempts to capture the roles of authors and papers in the production, storage, and 
dissemination of knowledge. 

Model Assumptions
 Co-author and paper-citation networks co-evolve.
 Authors come and go. 
 Papers are forever. 
 Only authors that are 'alive' are able to co-author.
 All existing (but no future) papers can be cited.
 Information diffusion occurs directly via co-authorships and indirectly via the consumption of other 

authors’ papers. 

 Preferential attachment is modeled as an emergent property of the elementary, local networking activity of 
authors reading and citing papers, but also the references listed in papers. 
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Aging function

Model Validation
The properties of the networks generated by this 
model are validated against a 20-year data set (1982-
2001) of documents of type article published in the 
Proceedings of the National Academy of Science 
(PNAS) – about 106,000 unique authors, 472,000 co-
author links, 45,120 papers cited within the set, and 
114,000 citation references within the set.
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The TARL Model: Pseudo Code
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(0000) (1000) Topics

(0100) Co-Authors (0010) References

The TARL Model: The Effect of Parameters

Co-authoring leads to fewer papers.

Topics lead to disconnected networks.
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Aging function

Counts for Papers and Authors

Counts for Citations

22



Aging function

Co-Author and Paper-Citation
Network Properties

Power Law Distributions
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Aging function

Topics: The number of topics 
is linearly correlated with the 
clustering coefficient of the 
resulting network: C= 
0.000073 * #topics. Increasing 
the number of topics increases 
the power law exponent as 
authors are now restricted to 
cite papers in their own topics 
area. 

Aging: With increasing b, and 
hence increasing the number of 
older papers cited as 
references, the clustering 
coefficient decreases. Papers 
are not only clustered by topic, 
but also in time, and as a 
community becomes 
increasingly nearsighted in 
terms of their citation 
practices, the degree of 
temporal clustering increases.

References/Recursive 
Linking: The length of the 
chain of paper citation links 
that is followed to select 
references for a new paper also 
influences the clustering 
coefficient. Temporal 
clustering is ameliorated by the 
practice of citing (and 
hopefully reading!) the papers 
that were the earlier 
inspirations for read papers.
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Original Data

Extract Network 
Extract Bipartite Network was selected.

Input Parameters:

First column: Source Node

Text Delimiter: ;

Second column: Target Nodes

Network Analysis and Visualization – General Workflow
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Calculate Node Attributes

Visualization/Layout



Original Data

Millions of records, in 100s of 
columns. 

SAS and Excel might not be able 
to handle these files.

Files are shared between DB and 
tools as delimited text files 
(.csv).

Extract Network 

It might take several hours to 
extract a network on a 
laptop or even on a parallel 
cluster.

Large Network Analysis & Visualization – General Workflow
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Derived Statistics

Degree distributions
Number of components and their sizes
Extract giant component, subnetworks for 
further analysis

Visualizations

It is typically not possible to layout the network.
DrL scales to 10 million nodes.
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DrL is a force‐directed graph layout toolbox for real‐world large‐scale graphs up to 

2 million nodes. It includes:

 Standard force‐directed layout of graphs using algorithm based on the popular 
VxOrd routine (used in the VxInsight program).

 Parallel version of force‐directed layout algorithm.

 Recursive multilevel version for obtaining better layouts of very large graphs.

 Ability to add new vertices to a previously drawn graph.

The version of DrL included in Sci2 only does the standard force‐directed layout (no 

recursive or parallel computation). 

Davidson, G. S., B. N. Wylie and K. W. Boyack (2001). "Cluster stability and the use of noise in 

interpretation of clustering." Proc. IEEE Information Visualization 2001: 23-30.

DrL Large Network Layout
See Section 4.9.4.2 in Sci2 Tutorial, 
http://sci.slis.indiana.edu/registration/docs/Sci2_Tutorial.pdf
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How to use: DrL expects the edges to be weighted and undirected where the non‐zero 

weight denotes how similar the two nodes are (higher is more similar). Parameters are as 

follows:

 The edge cutting parameter expresses how much automatic edge cutting should be 
done. 0 means as little as possible, 1 as much as possible. Around .8 is a good value to 
use. 

 The weight attribute parameter lets you choose which edge attribute in the network 
corresponds to the similarity weight. The X and Y parameters let you choose the 
attribute names to be used in the returned network which corresponds to the X and Y 
coordinates computed by the layout algorithm for the nodes.

DrL is commonly used to layout large networks, e.g., those derived in co‐citation and 

co‐word analyses. In the Sci2 Tool, the results can be viewed in either GUESS or 

‘Visualization > Specified (prefuse alpha)’. 

See also https://nwb.slis.indiana.edu/community/?n=VisualizeData.DrL

DrL Large Network Layout
See Section 4.9.4.2 in Sci2 Tutorial, 
http://sci.slis.indiana.edu/registration/docs/Sci2_Tutorial.pdf

30



Use Ctrl+Alt+Delete to see CPU and Memory Usage

SAS Dataset – Extract Co-Author Network

Extract author co-occurrence network using ‘Data Preparation > Text Files > Extract 
Co-Occurrence Network’

With parameters: (ignore the Aggregate Function File but note the space after ;)
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DrL Run & Output

DrL (VxOrd) was selected.
Author(s): S. Martin, W. M. Brown, K. Boyack
Implementer(s): S. Martin, W. M. Brown, K. Boyack
Integrator(s): Bruce Herr
Reference: S. Martin, W. M. Brown, K. Boyack, "Dr. L: Distributed Recursive (Graph) Layout," in preparation for Journal of Graph Algorithms 

and Applications. (http://citeseer.ist.psu.edu/davidson01cluster.html)
Documentation: https://nwb.slis.indiana.edu/community/?n=VisualizeData.DrL

Input Parameters:
Edge Cutting Strength: 0.8
New X-Position Attribute Name: xpos
Edge Weight Attribute: weight
Do not cut edges: false
New Y-Position Attribute Name: ypos

Entering liquid stage ...........................................................................................................................................................................................................
Liquid stage completed in 317 seconds, total energy = 9.55681e+013.
Entering expansion stage ...........................................................................................................................................................................................................
Finished expansion stage in 324 seconds, total energy = 4.29353e+009.
Entering cool-down stage ...........................................................................................................................................................................................................
Completed cool-down stage in 321 seconds, total energy = 1.33472e+009.
Entering crunch stage .....................................................
Finished crunch stage in 79 seconds, total energy = 1.49297e+009.
Entering simmer stage .......................................................................................................
Finished simmer stage in 98 seconds, total energy = 22.5252.
Layout calculation completed in 1139 seconds (not including I/O).
Writing out solution to inFile.icoord ...
Total Energy: 22.4969.
Program terminated successfully.
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DrL Output Visualization

I saved file as SAS-Co-Author-DrL-Layout.nwb. Visualize network using GUESS by 
selecting the network file, running ‘Network > Visualizing > GUESS’, then run the 
following commands in the GUESS Interpreter:

> for node in g.nodes:  

... node.x = node.xpos

... node.y = node.ypos

to position the nodes at the x and y position calculated by DrL.

34



DrL Output Visualization

Visualize SAS-Co-Author-DrL-Layout.nwb using ‘Visualization > Specified (prefuse
alpha)’
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DrL Output – Plot Node Degree Distribution

Calculate degree distribution using and plot using ‘Visualization > General > Gnuplot’

Or Excel (right click file and ‘View’).
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DrL Output – Plot Node Degree Distribution

Calculate degree distribution using and plot using ‘Visualization > General > Gnuplot’

Or Excel (right click file and ‘View’).

37

[#09] Large Network Analysis and Visualization
 General Overview
 Designing Effective Network Visualizations
 Sci2-Reading and Modeling Networks
 Sci2-Analysing Large Networks
 Sci2-Visualizing Large Networks and Distributions
 Outlook
 Exercise: Identify Promising Large Network Analyses of NIH Data

38



Planned Work

 Add (scalable) clustering algorithms to Sci2 Tool.

 Advanced network reduction algorithms.

 Visual language that helps communicate patterns, trends, activity bursts, etc.

 More interactivity, e.g., by opening networks in Cytoscape
http://www.cytoscape.org. 
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http://scimaps.org/maps/wikipedia
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Exercise

Please identify a promising large network analysis of NIH data.

Document it by listing

 Project title

 User, i.e., who would be most interested in the result?

 Insight need addressed, i.e., what would you/user like to understand?

 Data used, be as specific as possible.

 Analysis algorithms used.

 Visualization generated. Please make a sketch with legend.
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All papers, maps, cyberinfrastructures, talks, press are linked 
from http://cns.slis.indiana.edu
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