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ABSTRACT
Understanding the value of campus-based cyberinfrastructure (CI)
to the institutions that invest in such CI is intrinsically di�cult.
Given today’s �nancial pressures, administrative support for campus-
based CI centers o�ering resources to local campus users is under
constant budgetary pressure. �is is partly due to the di�culty in
obtaining quantitative metrics that clearly demonstrate the utility
of investment in campus CI centers in enhancing scienti�c research
and the �nancial aspects of enhanced competitive ability in seeking
funding for research. We propose here the addition of a new realm
of metrics to the standard cyberinfrastructure tool Open XDMoD
(XD Metrics on Demand) that will allow us to correlate HPC usage
with funding and publications. �e modules to be added will allow
CI centers to viewmetrics relevant to both scienti�c output in terms
of in publications, and �nancial data in terms of awarded grants.
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1 INTRODUCTION
Many universities debate the importance of investing in their own
high-performance computing systems. �ese systems are a com-
plex combination of hardware and so�ware and require skilled
personnel to maintain and administrate them. All this requires
a signi�cant investment, both in the short term as the hardware
and supporting systems are purchased, and in the long term as
maintenance, support, and so�ware of the systems must be taken
into account. How does a research center justify the cost to the
�nancial o�cers of its institution?

Existing studies of return on investment (ROI) in campus cy-
berinfrastructure show that a steady and signi�cant investment
in high performance computing is very likely to lead to increases
in publications and grant income [6]. �e e�ect is demonstrated,
for example, by Indiana University’s Big Red II supercomputer,
purchased in 2013 with a projected annual cost of approximately
$3,000,000. Yet, according to an analysis performed at the univer-
sity, facilities and administration monies coming to the university
via grants awarded to users of the system over its �rst few years
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of use, can be estimated at close to double the projected cost [13].
�us, one can make a reasoned argument that investing in this
supercomputer was a positive decision for that institution.

However, the calculations that come into play in performing this
analysis are based on certain assumptions. What was the value
of the supercomputer to the researcher? Could the research have
been performed without the machine, and if so, at what cost? Were
publications enabled or enhanced by the use of the computer?
While there can never be complete answers to these questions,
we propose here a suite of metrics to be added to the standard
cyberinfrastructure analysis tool, Open XDMoD (XD Metrics on
Demand). �e metrics we propose encompass quantitative data
on relevant publications, to be�er understand scienti�c value, and
quantitative data on awarded grants, to be�er understand the return
on investment in cyberinfrastructure.

Users of Open XDMoDwill be able to load their �nancial funding
data into the Open XDMoD database using a standardized input
scheme. �e Value Analytics realm will support fully integrated
analysis of funding and usage. �ere will be options to enter the
�nancial data in a customizable fashion that is most useful to the
individual institution depending on what �nancial data they collect
and what types of analyses thay want to do. �e individual Open
XDMoD instance with its �nancial data will be accessible only to
the Open XDMoD user institutional users that have been granted
permission. �e remainder of this paper will provide details on
this process and describe the progress that we have made towards
constructing a fully functional value analytics module.

2 OPEN XDMOD
As described in the introduction, the �nancial analysis will be ac-
complished by the addition of a new module to the Open XDMoD
HPC monitoring tool. �is is the latest addition in the continuing
development of the Open XDMoD technology. Originally in 2010,
the State University of New York at Bu�alo Center for Computa-
tional Research (CCR) began developing an open source tool to
provide metrics, basic accounting and visualization of CPU and
storage usage at that institution [11]. Initially titled UBMoD, the
project quickly expanded into XDMoD for XSEDE, performing
similar functions for the XSEDE cyberinfrastructure, a powerful
collection of HPC compute, visualization, and storage resources.
�e expanded functionality for that project included an improved
user interface, high-level charting, and additional analytical tools.
�e XDMoD project in turn led to an open source version of the
tool, Open XDMoD [4], a version of XDMoD suitable for installa-
tion at an individual data center. Administrators can utilize Open
XDMoD to gather a wide range of metrics on HPC resources (Fig-
ure 1), including resource utilization and performance, as well as
monitor the jobs that are running on the system to determine their
e�ciency and resource consumption. �is knowledge is bene�cial
in planning for future upgrades and acquisitions.

Open XDMoD is a web application suitable for installation on
a Linux-based server at a data center. By parsing and processing
the log �les generated by the data center, Open XDMoD provides
charts, graphs, and reports of relevant metrics over a customizable
time period. Open XDMoD is able to accept data from multiple
sources, including SLURM and Torque log �les and campus LDAP

Figure 1: XDMoD allows administrators at HPC institutions
to view metrics and reports in various modes and formats.

services. �rough the highly customizable web interface, users can
view summary charts and create dynamic charts and reports based
on what they �nd pertinent to their particular needs.

3 IUPTI FUNDING ANALYTICS
Historically Indiana University’s Pervasive Technology Institute
(IUPTI) has been active in be�er understanding the data and usage
from the university’s cyberinfrastructure. Initially comprising a
variety of university labs focusing on di�erent types of advanced
technology, IUPTI is currently responsible for various global initia-
tives such as Jetstream, the Science Gateway Group, the Advanced
Visualization Lab, the Center for Applied Cybersecurity Research,
and the National Center for Genome Analysis Support. �e Re-
search Technologies division has responsibility for supporting and
maintaining the high-performance cyberinfrastructure provided
to Indiana University researchers. As of 2016, RT supported three
separate supercomputing clusters: Big Red II, Karst, and Mason.
In addition, RT supports a high-speed scratch storage system and
long-term tape storage for researchers at all eight of the university’s
statewide campuses.

�e Research Technology Statistics (RT-STATS) project was be-
gun with a similar goal as XDMoD: accounting, statistical and
graphical analysis, and visualization of the usage and users of the
university’s supercomputers via a web browser. Given the size
of the university, however, a plethora of other data sources were
available for analysis. For example, when the purchase of Big Red
II was proposed, IUPTI self-set a goal of having Big Red II used by
adherents of at least 150 disciplines and sub-disciplines practiced
at IU [12]. To determine the success or failure of this metric, users
were asked to to self-select up to three disciplines at the time of
account creation [13], and this information was incorporated into
the RT-STATS project. From this information, administrator are
able to view the relationships of discipline information to CPU
usage, job times, and various other statistics. Similarly, utilization
of long-term storage, environment module usage and other data
sources were made available to users of the application.

Among the many sources incorporated were grants. Indiana
University uses the Kuali Financial Services package [2] to track
grants awarded to university researchers from the NSF, the NIH
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Figure 2: Example data available through Indiana Univer-
sity’s RT-STATS project. Grant income to Principal Investi-
gators with accounts on Indiana University’s Big Red II clus-
ter. A signi�cant percentage of the grants were awarded to
users in the College of Arts and Sciences (COAS).

and other sources. By incorporating this information into the RT-
STATS system, IUPTI was able to demonstrate useful information
relating grant dollars raised by university researchers to their usage
of HPC resources, by developing a set of tools that links �nancial
information – such as grant awards to IU faculty members – with
usage of the supercomputers and HPC systems. Figure 2 shows
an example: many users of Big Red II belong to the College of
Arts and Sciences, and the �gure shows grant dollars awarded
to those users compared to the overall grant dollars awarded to
users. �us, the system facilitates quanti�cation of �nancial income
to the university in the form of grants and contracts, and cross-
referencing and comparisons with usage of HPC and other research
cyberinfrastructure systems.

4 XDMOD - VALUE ANALYTICS MODULE
To bring the capabilities of the RT-STATS �nancial analysis tools
to the wider community, Indiana University and �e University at
Bu�alo are collaborating to develop novel modules to be added to
the existing Open XDMoD application. �ese modules are intended
to provide a starting point for assessing the value of investment
in campus-based CI both in scienti�c terms (number of publica-
tions) and in �nancial terms (grant income from researchers who
use campus CI). �e Value Analytics Module (XDMoD-VA) [5] will
allow cyberinfrastructure centers and IT organizations to begin the
process of quantifying the scienti�c and �nancial value of invest-
ments in HPC systems and supercomputers. By presenting a view
of the institutional �nancial, collaboration, and publication data
alongside the current HPC usage analysis in XDMoD, the module
provides users with invaluable insight into the pros and cons of
investing in cyberinfrastructure.

XDMoD-VA is being developed so that it can be implemented
with or without direct connections to a university or college’s local

Figure 3: Screenshot of an XDMoD instance with the Value
Analytics module enabled. �e view shows Indiana Univer-
sity funding overlaid with HPC usage pro�les in calendar
year 2016.

�nancial systems, providing �exibility for data acquisition. Where it
is permi�ed by policy and practice, XDMoD-VAwill enable analysis
of grants and contracts received by a particular institution (Figure
3). If it is not possible for a college or university’s IT organization
to have direct read access from the institution’s �nancial systems,
XDMoD-VA will provide the capability to download award data di-
rectly from NSF and NIH web services. Using this grant data, users
may perform an analysis of institutional HPC data cross-referenced
to the data from those funding agencies. It may be relatively com-
mon that institutional policies restrict access to internal �nancial
management systems, and this capability will enable institutions
to work with data from these major funding agencies, which are
in many cases the most signi�cant sources of grant income for an
academic institution.

Many institutions that provide HPC resources have their users
request an allocation of computing time and/or storage space. In
this case, it becomes easier to associate a particular resource usage
with a researcher’s lab or center. However, in 1998, a strategic plan
for information technology developed at Indiana University stated,

Advances in computing and communication have
created increased demands for data storage and
management. And underpinning all of this is the
need to provide researchers with good so�ware
tools and good support services.

In support of research, UITS should provide
broad support for basic collaboration technolo-
gies and…should provide advanced data storage
and management services to researchers. �e Uni-
versity should continue its commitment to high
performance computing and computation [1].

To further this goal, the decision was made to operate under a
principal of abundance, meaning that resources are available to
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all users who are granted accounts. Actual usage of the system
is granted on a ”fair share” basis. While this scheme is popular
with researchers, it makes it more di�cult to associate a particular
project with a particular usage of resources. In this case, XDMoD-
VA’s ability to import group information becomes paramount: if
the system can associate a user with a particular lab or center, it
can reasonably infer that the resources the user consumed will be
associated with that lab or center. Strategies will be put into place
to address cases where a user may be a member of multiple labs or
centers.

4.1 Ingestion Strategies
University �nancial systems are as varied and unique as the uni-
versities themselves. While for the most accurate data it is recom-
mended that administrators use data available from institutional
�nancial systems, it is possible to work from NSF and NIH grant
data that is publicly available. In either case, the data must be
transformed into a format that is usable by XDMoD. Our intent is
to provide standardized scripts to directly ingest data from major
�nancial systems such as Peopleso�, Ellucian, and Kuali; however,
even users of these systems may want to customize the data they
wish to make available to Open XDMoD. �ese customizations
potentially make the use of a standard script di�cult.

To facilitate the loading of data into Open XDMoD, we have
de�ned schemas for several JSON [3] documents that specify the
structure of the data that XDMoD is designed to handle: one for
grant information and one for person information for people associ-
ated with a grant. XDMoD-VA scripts will output data conforming
to the schema, and any custom modi�cations administrators make
may be validated against the schema to verify that data still can be
ingested successfully. For each grant, the schema includes �elds
for starting and ending dates, dollar amounts, the funding agency,
and grant identi�ers both for the organization and the agency. Ad-
ditionally for each grant, the PI, Co-PI, and any key personnel
are identi�ed based on an ID code and organization. Standardized
scripts will be available to users to translate data from their �nancial
system into JSON matching the schemas. A forthcoming schema
will be made available for publication data, but our experience is
that there is li�le commonality between institutional systems used
to internally track publication data, and there would be li�le ad-
vantage in a�empting to provide a standard script. For this reason
we anticipate that ingestion from NSF/NIH data sources will be
su�cient in the majority of instances.

However, disambiguation of authorship may become an issue.
As no authoritative identi�er for researchers exists connecting
their publications, grants, and other accomplishments, integrating
these data may be di�cult [10]. It is not always straightforward to
discern a single author with potentially multiple a�ribution styles
on multiple papers. To partially overcome this issue, we intend
to support cross-referencing author information from the ORCID
project [9], and in the future may support other disambiguation
strategies.

At Indiana University, all faculty, sta�, students and a�liates
are assigned a unique identi�er over all eight campuses which is
used as the login name on any HPC systems, ID’s related to any
grants, and other systems. �is uni�ed namespace scheme greatly

simpli�es the task of disambiguation, but it may not be the case at
all universities. In many cases, even the internal systems of a single
institution may not have the ability to identify an HPC system user,
researcher, grant awardee, or professor as a single individual. In
this case additional work may need to be done to properly correlate
an HPC user to a grant recipient. While in the end disambiguation
must be le� to the institution, the XDMoD-VA person information
schema supports an arbitrary number of organizations and ID’s
for each individual in the hopes of simplifying the task of cross-
referencing grant information to user information. �e person
information schema also includes title and department, as well as
an association with any number of arbitrary groupings, for example
labs or centers.

4.2 Extensions to the XDMoD Toolset
What a particular university or institution may �nd relevant is
dependent on the objectives and goals of that institution. Since
Open XDMoD supports the creation of arbitrary reports and charts,
almost any data that is available in the system may be shown as
a correlation. With the base Open XDMoD package, a number
of metrics are available on HPC jobs: core utilization percentage,
number of jobs utilizing multiple cores, total jobs, wait time, and
others. �e Value Analytics package makes additional metrics
available based on �nancial and publication records for a given time
period: total grants and total grant dollars, number of publications,
etc. (Figure 4).

Items that might be of interest to users of the Value Analytics
module include: (1) Grant dollars and users; (2) Sources and total
amount of income; (3) Researchers and/or departments that are
particularly e�ective at securing grants; and (4) grant money that
is currently active and grants that will be soon be ending. For
example, a user may want to view all grants brought in by users
of a cluster for the previous �nancial year. A new feature will be
developed for Open XDMoD that allows this to be expressed as a
line graph, showing information for each month, or as a pie chart,
spli�ing the users by department. Other options are also available.

One open question for each institution will be: should all grant
data be imported into the XDMoD system? Or should it only consist
of users of the HPC resources? �is will have to be decided by each
institution dependent upon the relevant policies of the institution’s
�nancial o�ce or o�ces. However, at Indiana University we have
found it useful to compare the grant data of users of HPC systems
to non-users - not necessarily in absolute terms, but to show what
percentage of grant dollars have come from users of the systems.

4.3 Publications
Many might argue that, rather than an analysis of external funding
to demonstrate ROI, a more appropriate measure might be in terms
of publications that researchers are able to create. �us, leaders of
local CI facilities need to be able to document the scholarly out-
puts of users of local CI facilities and the collaborative relationships
among faculty users of such facilities, as individuals and as academic
units. With the support of the NSF, Indiana University’s Center for
Network Science (CNS) has implemented a pair of custom tools:
the Network Workbench Tool (NWB) for the study of large scale
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Figure 4: Metrics available to an Open XDMoD instance run-
ning with the Value Analytics module enabled.

networks and the Science of Science Tool (Sci2) optimized for sci-
ence of science research and practice [8]. �ese tools enable novel
algorithms and data sets to be combined in a plug-and-play fashion.
NWB facilitates network analysis of author relationships and col-
laborations, and how science accomplishments relate to the funding
and the evolution of scienti�c communities. In a strategic planning
e�ort to be�er understand how local facilities enable and facilitate
collaboration among units and their faculty and sta�, NWB was
utilized to create Figure 5, showing money �ows between units
that use IU’s advanced CI. Similar examples will be integrated into
XDMoD-VA, utilizing the tools and publication data made available
by the NSF and other agencies, allowing administrators to leverage
and cross-reference publication data, grant data, and the already
existing HPC data made available by XDMoD.

4.4 Visualizations
�e CNS is a leader in the generation of scholarly visualizations
such as science maps, which are generated through a scienti�c anal-
ysis of large-scale scholarly datasets in an e�ort to extract, connect,
and make sense of the bits and pieces of knowledge they contain [7].
�e tools that they have made available for network analysis have
proved invaluable in understanding the structure and dynamics
of science, and facilitate network analysis of such topics as what

Figure 5: An IndianaUniversity analysis performedwith the
Network Workbench Tool demonstrates a layout of collab-
orative relationships. �e analysis shows money �ows be-
tween units that use IU�s advanced cyberinfrastructure.

in�uence relationships are, who collaborates with whom, and how
science accomplishments relate to the funding and the evolution
of scienti�c communities. Similar issues arise in a�empting to
demonstrate the relationships between funding, publications, and
cyberinfrastructure, which are complex and do not lend themselves
easily to simple charts. XDMoD-VA will leverage the experience
of the CNS center by providing innovative visualizations demon-
strating the relationships between these multivariate dimensions.
Figure 6 shows a Sankey diagram relating the usage of Indiana
University cyberinfrastructure systems to funding agencies and
publications.

5 CONCLUSIONS
�e Open XDMoD - Value Analytics module will allow users to
quantify the Return on Investment (ROI) of their investment in
cyberinfrastructure resources. It will do this by allowing adminis-
trators to import �nancial and publication data into the same tools
that are used to analyze statistical information that can be gleaned
from the cyberinfrastructure itself. Once the �nancial informa-
tion and HPC information are correlated, administrators should
more easily be able to create projections, anticipate objections, and
have raw data allowing them to make more informed decisions on
the ROI of their cyberinfrastructure investment. �e modules are
anticipated to be available for general usage in October of 2017.
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Figure 6: Sample visualization to be made available in
XDMoD-VA: Display of a multivariate analysis of the rela-
tionship between IT resources, funding agencies, and pub-
lications. �e width of each line represents grant dollars
awarded to researchers.
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