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Figure 3: Link communities for the coappearance network of characters in the novel Les Misérables [9]. (Top) the network
with link colors indicating the clustering, with grey indicating single-link clusters. Each node is depicted as a pie-chart
representing its membership distribution. The main characters have more diverse community membership. (Bottom) the
full link dendrogram (left) and partition density (right). Note the internal blue community in the large blue and red clique
containing Valjean. Link clustering is able to unveil hierarchical structure even inside of cliques.

2.3.1 Clique percolation

Clique percolation [11, 15] provides an elegant and highly useful method to uncover overlapping com-
munity structure [16]. It is currently the most popular and most successful tool available for this task.
A particularly interesting feature of this method is that it presents the experimenter with a “knob” k, the
clique size, which can be used to tune the result between high coverage, low community quality (sparse
communities) and low coverage, high community quality (dense communities). For some networks,
such as the mobile phone network, a precedent exists for the choice of k, which we follow. Whenever
that is not the case, we have computed the composite performance for a range of k’s and chosen the k
which results in the optimum overall performance2. This weighs coverage and quality equally, however,
and it remains at the discretion of the researcher to decide if this is optimal for his or her application.
See Appendix A.2.

2For some of the very large or very dense networks, we were not able to run clique percolation for large values of k with the
fastest existing software (even on a machine with 32 Gb of RAM), using the fast algorithm developed by Kumpala et al. [17].
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Metabolic pathways ~ communities
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Disciplines ~ communities



Social Networks Social circles, 
communities

Biological networks Protein complexes, 
functional modules

Citation networks Disciplines, 
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or both

A nice review: 

J. Yang and J. Leskovec, Defining and Evaluating 

Network Communities based on Ground-truth, 
ICDM 2012
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“Separation”

Girvan-Newman algorithm

Graph cuts
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Finding and evaluating community structure in networks

M. E. J. Newman1, 2 and M. Girvan2, 3

1Department of Physics and Center for the Study of Complex Systems,
University of Michigan, Ann Arbor, MI 48109–1120

2Santa Fe Institute, 1399 Hyde Park Road, Santa Fe, NM 87501
3Department of Physics, Cornell University, Ithaca, NY 14853–2501

We propose and study a set of algorithms for discovering community structure in networks—
natural divisions of network nodes into densely connected subgroups. Our algorithms all share two
definitive features: first, they involve iterative removal of edges from the network to split it into
communities, the edges removed being identified using one of a number of possible “betweenness”
measures, and second, these measures are, crucially, recalculated after each removal. We also propose
a measure for the strength of the community structure found by our algorithms, which gives us an
objective metric for choosing the number of communities into which a network should be divided.
We demonstrate that our algorithms are highly effective at discovering community structure in both
computer-generated and real-world network data, and show how they can be used to shed light on
the sometimes dauntingly complex structure of networked systems.

I. INTRODUCTION

Empirical studies and theoretical modeling of networks
have been the subject of a large body of recent research in
statistical physics and applied mathematics [1, 2, 3, 4].
Network ideas have been applied with great success to
topics as diverse as the Internet and the world wide
web [5, 6, 7], epidemiology [8, 9, 10, 11], scientific ci-
tation and collaboration [12, 13], metabolism [14, 15],
and ecosystems [16, 17], to name but a few. A property
that seems to be common to many networks is commu-
nity structure, the division of network nodes into groups
within which the network connections are dense, but be-
tween which they are sparser—see Fig. 1. The ability to
find and analyze such groups can provide invaluable help
in understanding and visualizing the structure of net-
works. In this paper we show how this can be achieved.

The study of community structure in networks has a
long history. It is closely related to the ideas of graph
partitioning in graph theory and computer science, and

FIG. 1: A small network with community structure of the
type considered in this paper. In this case there are three
communities, denoted by the dashed circles, which have dense
internal links but between which there are only a lower density
of external links.

hierarchical clustering in sociology [18, 19]. Before pre-
senting our own findings, it is worth reviewing some of
this preceding work, to understand its achievements and
where it falls short.

Graph partitioning is a problem that arises in, for ex-
ample, parallel computing. Suppose we have a num-
ber n of intercommunicating computer processes, which
we wish to distribute over a number g of computer proces-
sors. Processes do not necessarily need to communicate
with all others, and the pattern of required communica-
tions can be represented by a graph or network in which
the vertices represent processes and edges join process
pairs that need to communicate. The problem is to allo-
cate the processes to processors in such a way as roughly
to balance the load on each processor, while at the same
time minimizing the number of edges that run between
processors, so that the amount of interprocessor commu-
nication (which is normally slow) is minimized. In gen-
eral, finding an exact solution to a partitioning task of
this kind is believed to be an NP-complete problem, mak-
ing it prohibitively difficult to solve for large graphs, but
a wide variety of heuristic algorithms have been devel-
oped that give acceptably good solutions in many cases,
the best known being perhaps the Kernighan–Lin algo-
rithm [20], which runs in time O(n3) on sparse graphs.

A solution to the graph partitioning problem is how-
ever not particularly helpful for analyzing and under-
standing networks in general. If we merely want to find
if and how a given network breaks down into commu-
nities, we probably don’t know how many such com-
munities there are going to be, and there is no reason
why they should be roughly the same size. Furthermore,
the number of inter-community edges needn’t be strictly
minimized either, since more such edges are admissible
between large communities than between small ones.

As far as our goals in this paper are concerned, a more
useful approach is that taken by social network analysis
with the set of techniques known as hierarchical cluster-
ing. These techniques are aimed at discovering natural
divisions of (social) networks into groups, based on var-
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2. explore possible structures 
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agglomerative clustering, Monte-carlo, …
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Louvain method

V. D. Blondel, J.-L. Guillaume, R. Lambiotte, E. Lefebvre JSTAT (2008).




Various optimization 
techniques

• A. Clauset, M. Newman, C. Moore: Greedy 
optimization


• R. Guimera, L. A. N. Amaral: Extremal 
optimization


• V. D. Blondel, J.-L. Guillaume, R. Lambiotte, E. 
Lefebvre: Hierarchical aggregation


• Any optimization technique can be used.
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finding quasi-cliques?



Clique Percolation Method

• “Rolling” a clique to find a quasi-clique. 


• Quasi-cliques are communities. 

G. Palla, I. Derenyi, I. Farkas, T. Vicsek, Nature (2005).
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Uncovering the overlapping community structure of
complex networks in nature and society
Gergely Palla1,2, Imre Derényi2, Illés Farkas1 & Tamás Vicsek1,2

Many complex systems in nature and society can be described in
terms of networks capturing the intricate web of connections
among the units they are made of1–4. A key question is how to
interpret the global organization of such networks as the co-
existence of their structural subunits (communities) associated
with more highly interconnected parts. Identifying these a priori
unknown building blocks (such as functionally related proteins5,6,
industrial sectors7 and groups of people8,9) is crucial to the
understanding of the structural and functional properties of
networks. The existing deterministic methods used for large net-
works find separated communities, whereas most of the actual
networks are made of highly overlapping cohesive groups of
nodes. Here we introduce an approach to analysing the main
statistical features of the interwoven sets of overlapping commu-
nities that makes a step towards uncovering the modular structure
of complex systems. After defining a set of new characteristic
quantities for the statistics of communities, we apply an efficient
technique for exploring overlapping communities on a large scale.
We find that overlaps are significant, and the distributions we
introduce reveal universal features of networks. Our studies of
collaboration, word-association and protein interaction graphs
show that the web of communities has non-trivial correlations and
specific scaling properties.
Most real networks typically contain parts in which the nodes

(units) are more highly connected to each other than to the rest of
the network. The sets of such nodes are usually called clusters,
communities, cohesive groups or modules8,10,11–13; they have no
widely accepted, unique definition. In spite of this ambiguity,
the presence of communities in networks is a signature of the
hierarchical nature of complex systems5,14. The existing methods
for finding communities in large networks are useful if the commu-
nity structure is such that it can be interpreted in terms of separated
sets of communities (see Fig. 1b and refs 10, 15, 16–18). However,
most real networks are characterized by well-defined statistics of
overlapping and nested communities. This can be illustrated by the
numerous communities that each of us belongs to, including those
related to our scientific activities or personal life (school, hobby,
family) and so on, as shown in Fig. 1a. Furthermore, members of our
communities have their own communities, resulting in an extremely
complicated web of the communities themselves. This has long been
understood by sociologists19 but has never been studied system-
atically for large networks. Another, biological, example is that a
large fraction of proteins belong to several protein complexes
simultaneously20.
In general, each node i of a network can be characterized by a

membership number mi, which is the number of communities that
the node belongs to. In turn, any two communities a and b can share
sova;b nodes, which we define as the overlap size between these
communities. Naturally, the communities also constitute a network,

with the overlaps being their links. The number of such links of
community a can be called its community degree, dcoma : Finally, the
size scoma of any community a can most naturally be defined as the
number of its nodes. To characterize the community structure of a
large network we introduce the distributions of these four basic
quantities. In particular we focus on their cumulative distribution

LETTERS

Figure 1 | Illustration of the concept of overlapping communities. a, The
black dot in the middle represents either of the authors of this paper, with
several of his communities around. Zooming in on the scientific community
demonstrates the nested and overlapping structure of the communities, and
depicting the cascades of communities starting from some members
exemplifies the interwoven structure of the network of communities.
b, Divisive and agglomerative methods grossly fail to identify the
communities when overlaps are significant. c, An example of overlapping
k-clique communities at k ¼ 4. The yellow community overlaps the blue one
in a single node, whereas it shares two nodes and a link with the green one.
These overlapping regions are emphasized in red. Notice that any k-clique
(complete subgraph of size k) can be reached only from the k-cliques of the
same community through a series of adjacent k-cliques. Two k-cliques are
adjacent if they share k 2 1 nodes.

1Biological Physics Research Group of the Hungarian Academy of Sciences, Pázmány P. stny. 1A, H-1117 Budapest, Hungary. 2Department of Biological Physics, Eötvös University,
Pázmány P. stny. 1A, H-1117 Budapest, Hungary.
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Figure 1: Overlapping communities lead to dense networks and prevent the discovery of a sin-
gle node hierarchy. (A) Locally, structure in social networks is simple: an individual node sees
the communities it belongs to. (B) Complex global structure emerges when every node is in the
situation displayed in (A). (C) Strong overlap hinders the discovery of hierarchical organization
since nodes exist simultaneously in many leaves throughout the dendrogram, preventing a sin-
gle tree from encoding the full hierarchy. Bottom Panel, Hierarchical Link Clustering (HLC):
shown is an example network with (D) node communities and (E) link communities. (F) The
link similarity matrix (darker matrix elements show more similar pairs of links) and resulting
dendrogram. See SOM for additional examples.
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functions denoted by P(m), P(sov), P(d com) and P(s com). For the
overlap size, for example, P(sov) means the proportion of those
overlaps that are larger than sov. Further relevant statistical features
will be introduced later.
The basic observation onwhich our community definition relies is

that a typical community consists of several complete (fully con-
nected) subgraphs that tend to share many of their nodes. Thus, we
define a community, or more precisely a k-clique community, as a
union of all k-cliques (complete subgraphs of size k) that can be
reached from each other through a series of adjacent k-cliques (where
adjacency means sharing k 2 1 nodes)21–23. This definition seeks to
represent the fact that it is an essential feature of a community that its
members can be reached through well-connected subsets of nodes.
There are other parts of the whole network that are not reachable
from a particular k-clique, but they potentially contain further
k-clique communities. In turn, a single node can belong to several
communities. All these can be explored systematically and can result
in many overlapping communities (illustrated in Fig. 1c). In most
cases, relaxing this definition (for example, by allowing incomplete
k-cliques) is practically equivalent to decreasing k. For finding
meaningful communities, the way in which they are identified is
expected to satisfy several basic requirements: it cannot be too
restrictive, it should be based on the density of links, it is required
to be local, it should not yield any cut-node or cut-link (whose
removal would disjoin the community) and, of course, it should
allow overlaps. We employ the community definition specified
above, because none of the others in the literature satisfy all these
requirements simultaneously21,24.

Although the numerical determination of the full set of k-clique
communities is a polynomial problem, we use an algorithm (which
can be downloaded from http://angel.elte.hu/clustering/) that is
exponential, because it is significantly more efficient for the graphs
corresponding to real data. This method is based on first locating all
cliques (maximal complete subgraphs) of the network and then
identifying the communities by carrying out a standard component
analysis of the clique–clique overlap matrix21. More details about the
method and its speed are given in Supplementary Information.
We use our method for binary networks (that is, with undirected

and unweighted links). An arbitrary network can always be trans-
formed into a binary one by ignoring any directionality in the links
and keeping only those that are stronger than a threshold weight w*.
Changing the threshold is like changing the resolution (as in a
microscope) with which the community structure is investigated:
by increasing w* the communities start to shrink and fall apart. A
similar effect can be observed by changing the value of k as well:
increasing kmakes the communities smaller and more disintegrated
but also at the same time more cohesive.
When we are interested in the community structure around a

particular node, it is advisable to scan through some ranges of k and
w* and monitor how its communities change. As an illustration, in
Fig. 2 we show diagrams of the communities of three selected nodes
of three large networks: the social network of scientific collabo-
rators25 (Fig. 2a), the network of word associations26 related to
cognitive sciences (Fig. 2b) and the molecular-biological network
of protein–protein interactions27 (Fig. 2c). These pictures can serve as
tests or validations of the efficiency of our algorithm. In particular,

Figure 2 | The community structure around a particular node in three
different networks. The communities are colour coded, the overlapping
nodes and links between them are emphasized in red, and the volume of the
balls and the width of the links are proportional to the total number of
communities they belong to. For each network the value of k has been set to
4. a, The communities of G. Parisi in the co-authorship network of the
Los Alamos CondensedMatter archive (for threshold weightw* ¼ 0.75) can

be associated with his fields of interest. b, The communities of the word
‘bright’ in the South Florida Free Association norms list (for w* ¼ 0.025)
represent the different meanings of this word. c, The communities of the
protein Zds1 in the DIP core list of the protein–protein interactions of S.
cerevisiae can be associated with either protein complexes or certain
functions.
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associated English words”



Family Work

Alice

Bob

Family

Alice

Bob

Link communities

Work

Alice

Bob

Node communities

APPEAR

REAPPEAR

VANISH

DISAPPEAR

ATTEND

LOOK

SEE

SHOW

BLEND

FRUIT BLENDER

JUICE

COMBINE

MIX

INTEGRATE

JOIN

MIXTURE

Spouses Alice and Bob also work togethera b

The Alice-Bob link was placed in family but both 
home and work relationships are identified

Word Association examples

Figure S4: Overlapping links. In the link community framework, a link may be assigned to only one community. By deriving
node communities, however, the problem of effectively discovering multiple relationships between nodes is effectively solved.
Two nodes can belong to many communities together regardless of the membership of the link between them. Left: illustration
of the situation. Right: real examples from word association network. In the upper example, Blend and blender belong to both
‘fruit juice’ community and ‘mix’ community. In the bottom example, the link between appear and reappear does not even
belong to any of the other communities, but they belong to several communities together.

link can simultaneously belong to multiple communities even though the link itself belongs to only one
community. Here, we let the examples in Fig. S4 provide further illumination of this point.

The simplistic cases in Fig. S4, however, do not address the complex community structure that arises
in real life, where the multiple relationships may include more groups of many nodes and more than one
link. Consider a high school with classes of about 30 students. These classes form clusters/communities
and are likely to be located by the link community method. Now, students from these classes typically
form a number of further communities: Some go to the same class to learn a foreign language, others
play on the school’s basketball team, etc. Thus, there will be further overlapping communities in such
a way that the members in these new communities are in touch with each other in two distinct ways:
through going to the same regular class and through playing basketball together. Figure S5 show that
the link communities do, in fact, extract these subtle relationships.

It is true that if a group is completely subsumed inside another group, and there are no structural
differences distinguishing this group, such as different connectivity patterns, then link communities
will not find the internal group. No method will find it, because it’s completely invisible (Fig. S5a).
However, if the school’s social network is weighted based on the time students spend together, or if
basketball players are slightly more likely to become friends with other basketball players than with
students not on the team, or if the team has slightly different external connectivity, these will be identified
(Fig. S5b). Notice that the link communities shown in Fig. S5b only separate the player-coach links. This
is sufficient to completely identify the basketball team. Figure S5c shows a further example. We also
identify these sub-communities in practice; note the ‘clever/wit’ community inside the ‘smart/intelligent’
community in main text Fig. 1f.

What about in practice? Are multiple relationships between nodes rare or abundant in link commu-
nities? To answer this, we study the network of communities, where each node is now a community
in the original network, and the weights on each link are the number of shared members. The distribu-
tion of link weights sov in this network, studied by Palla et al. [11] (we use their notation), explicitly
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and are likely to be located by the link community method. Now, students from these classes typically
form a number of further communities: Some go to the same class to learn a foreign language, others
play on the school’s basketball team, etc. Thus, there will be further overlapping communities in such
a way that the members in these new communities are in touch with each other in two distinct ways:
through going to the same regular class and through playing basketball together. Figure S5 show that
the link communities do, in fact, extract these subtle relationships.

It is true that if a group is completely subsumed inside another group, and there are no structural
differences distinguishing this group, such as different connectivity patterns, then link communities
will not find the internal group. No method will find it, because it’s completely invisible (Fig. S5a).
However, if the school’s social network is weighted based on the time students spend together, or if
basketball players are slightly more likely to become friends with other basketball players than with
students not on the team, or if the team has slightly different external connectivity, these will be identified
(Fig. S5b). Notice that the link communities shown in Fig. S5b only separate the player-coach links. This
is sufficient to completely identify the basketball team. Figure S5c shows a further example. We also
identify these sub-communities in practice; note the ‘clever/wit’ community inside the ‘smart/intelligent’
community in main text Fig. 1f.

What about in practice? Are multiple relationships between nodes rare or abundant in link commu-
nities? To answer this, we study the network of communities, where each node is now a community
in the original network, and the weights on each link are the number of shared members. The distribu-
tion of link weights sov in this network, studied by Palla et al. [11] (we use their notation), explicitly

8

Figure S16: Overlapping community structure around Acetyl-CoA in the E. coli metabolic network. Acetyl-CoA plays several
different and important roles in metabolism. Shown are only communities with homogeneity score equal to 1 (all compounds
inside each community share at least one pathway annotation); all other links, including those that contribute to community
structure, are omitted. Pathway annotations shared by all community members are displayed with corresponding colors. The
two communities to the right of Acetyl-CoA are grouped since they share the same exact pathway annotations.
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Figure S17: More link community examples in the word association network. Top: link communities successfully captures
various meanings of the word BRUSH. Bottom: Link communities captures diverse associations of the word pair SUNRISE-
SUNSET. The translated node communities are listed.
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Figure S1: (A) The similarity measure S(eik, ejk) between edges eik and ejk sharing node k.
For this example, |n+(i) ⇤ n+(j)| = 12 and |n+(i) ⌅ n+(j)| = 4, giving S = 1/3. Two simple
cases: (B) an isolated (ka = kb = 1), connected triple (a,c,b) has S = 1/3, while (C) an isolated
triangle has S = 1.

structure can become radically different.) Thus, we neglect the neighbors of the keystone. We

first define the inclusive neighbors of a node i as:

n+(i) � {x | d(i, x) ⇥ 1} (S1)

where d(i, x) is the length of the shortest path between nodes i and x. The set simply contains

the node itself and its neighbors. From this, the similarity S between links can be given by, e.g.,

the Jaccard index (1):

S(eik, ejk) =
|n+(i) ⌅ n+(j)|
|n+(i) ⇤ n+(j)| (S2)

An example illustration of this similarity measure is shown in Fig. S1 (See Sec. S2.1 for gener-

alizations of the similarity).

With this similarity, we use single-linkage hierarchical clustering to find hierarchical com-

munity structures. We use single-linkage mainly due to simplicity and efficiency, which enables

us to apply HLC to large-scale networks. However, it is also possible to use other options such

as complete-linkage or average-linkage clustering. Each link is initially assigned to its own

community; then, at each time step, the pair of links with the largest similarity are chosen and
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Figure S12: Overlapping community structure around Acetyl-CoA in the E. coli metabolic network. Acetyl-CoA plays several
different and important roles in metabolism. Shown are only communities with homogeneity score equal to 1 (all compounds
inside each community share at least one pathway annotation); all other links, including those that contribute to community
structure, are omitted. Pathway annotations shared by all community members are displayed with corresponding colors. The
two communities to the right of Acetyl-CoA are grouped since they share the same exact pathway annotations.
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Figure S13: More link community examples in the word-association network. Top: link communities successfully captures
various meanings of the word BRUSH. Bottom: Link communities captures diverse associations of a word pair SUNRISE-
SUNSET The translated node communities are listed.
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the performance. 

• Infomap and Louvain method are the best in these 
benchmarks. 

• However, the performance depends on what kinds of 
community structure the benchmark networks 
assume. 

• Good performance in the benchmarks does not 
guarantee good performance in real cases. 
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• Usually a good choice for huge (> 1m ~ 1b) 

networks: Louvain method (~O(n log n)) 
• Current version of infomap also uses 

louvain-type multilevel optimization and 
very fast. 

• Link clustering can also handle large 
graphs (but it becomes slow with large 
hubs).
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Overlap
• If you expect pervasive overlap of 

communities, you should use 
overlapping community detection 
methods. 

• Link clustering and clique percolation 
methods are common choices. 

• These methods can detect highly 
overlapping communities. There are 
many other methods but most methods 
only deal with ‘fuzzy’ overlaps. 
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Resolution limit 
• Modularity has a 

resolution limit that 
depends on the system 
size. 

• If a community is 
smaller than this limit, 
modularity-based 
optimization cannot find 
the communities, even 
though they are cliques. 



My heuristic



My heuristic
• I don’t care too much and I just want to get rough 

clusters in my network — Infomap or Louvain



My heuristic
• I don’t care too much and I just want to get rough 

clusters in my network — Infomap or Louvain
• I expect multiple community membership for many 

nodes — Link clustering (Clique Percolation)



My heuristic
• I don’t care too much and I just want to get rough 

clusters in my network — Infomap or Louvain
• I expect multiple community membership for many 

nodes — Link clustering (Clique Percolation)
• My network is HUGE and doesn’t have super-large 

hubs — Louvain (Infomap, link clustering)



My heuristic
• I don’t care too much and I just want to get rough 

clusters in my network — Infomap or Louvain
• I expect multiple community membership for many 

nodes — Link clustering (Clique Percolation)
• My network is HUGE and doesn’t have super-large 

hubs — Louvain (Infomap, link clustering)
• My network is HUGE and has lots of super-hubs — 

Louvain (Infomap)
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• I don’t care too much and I just want to get rough 

clusters in my network — Infomap or Louvain
• I expect multiple community membership for many 

nodes — Link clustering (Clique Percolation)
• My network is HUGE and doesn’t have super-large 

hubs — Louvain (Infomap, link clustering)
• My network is HUGE and has lots of super-hubs — 

Louvain (Infomap)
• I’d like to see the detailed hierarchical structure — 

Link clustering
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